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Abstract. In the era of language globalization, when the lexicographic base becomes fully
accessible in the digital system, it becomes possible to optimize language acquisition. The national
Corpus of the Kazakh language is a digitized version of the Kazakh word. Since the Kazakh
language corpus is a system of linguistic knowledge, on the basis of which it consists of several
subcorps, the demand for the corpus is growing day by day. This is due to the fact that Kazakhstan
is a multinational state. Therefore, representatives of other nationalities who consume Kazakh
culture want to determine the translation equivalent. The corpus will also become an effective
linguistic base for language learners.

The purpose of the article is to semanticize the lexicographic base included in the training
corpus, especially the words of the lexical layer of the Kazakh language and adapt to automation
in accordance with the digital system. The article suggests the difference of the corpus from other
subcorpuses, the classification of semantics and methods of interpretation (automation) of
semantic groups. This is the scientific significance of the article.

The methods of content analysis, generalization, and description were used when
introducing the lexical base into the training corpus. The scientific conclusions presented in the
article are of practical importance, contributing to the development of the corpus, the development
of electronic applications for language acquisition.

Keywords: National corpus, semantics, automation, language base, translation, lexical
layer, educational building, digitalization of the language

Basic provisions

Digital education is one of the mechanisms for the implementation of the
national project of the Republic of Kazakhstan "Educated Nation". Therefore,
language acquisition and the formation of an electronic resource of linguistic culture
and linguistic capital is a requirement of modern society. adapting language learning
content to system search browsers requires the skill and skills of linguists. Therefore,
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for an easy search for lexicographic information, it is advantageous to create an
educational corpus.

Introduction

Training corpus is not only an electronic database of teaching texts according
to the level of language learners, but also a linguistic system that shows the
characteristics of the lexical layer of each word. Therefore, it simultaneously
performs the linguistic and linguistic-didactic functions of the training corpus. A
training corpus is an automated vocabulary that serves as an additional tool for
language learners, especially for fixing incorrect usage. The reason for the interest
in the development of the the learning corpus and its special research arises from the
demand of the society. In modern Kazakh society, not only learners of the state
language, but also in the Kazakh language environment, there is an effort to write,
speak and construct sentences correctly, and use each word according to its meaning.
From this point of view, we noticed that not only the community of writers, but the
general public is sympathetic to the competent use and development of the Kazakh
language. This is because, in the public demand, the explanation of the meanings of
words, the translation of new words, the environment and status of the use of literary
language and local or spoken languages, the norms of error-free writing and speech,
the antonym, synonym, homonym character of words, figurative use and the
meaning of the phraseological fund in another language etc. is gaining priority. The
language will be an affordable and optimal language tool that meets the linguistic
needs of consumers i.e. a training corpus. Therefore, we are dedicating the article to
the training corpus, which is presented as an electronic set of linguistic lexical and
normative fund for the needs of society. In the article, we focus on the study of the
training corpus in foreign and domestic linguistics, its main structural system, ways
of developing linguistic content for browsers.

Materials and methods

Standard, bilingual and explanatory dictionaries of the Kazakh language are
taken as a material base for the systematic introduction of the lexical layer of the
Kazakh language into the training corpus. We classified them into three groups:

1. Material fund - normative fund. The spelling and orthoepic dictionaries are
considered as a normative fund. The entire normative dictionary is not included in
the training corpus. The words are sorted according to the frequency of errors, that
is, the words of the loose norm or the writer's frequent mistakes are selected. To
determine this situation, the accumulation method was used. A series of frequently
asked words was created due to the error in the question-and-answer section on sites
and social networks, which will be a tool for teachers. After that, by interviewing
elementary and Kazakh language teachers or using a survey method, frequent
mistakes made by students are determined. Summarizing these studies, a chain of
difficult-to-spell words is created using an empirical research method. As a result of
all the research, the pragmatics of the word sequence collected, that is, the searcher's
convenience, is thought out.



2. Material fund - lexical fund. This activity of the training corpus is based on
the lexical system: native words/ loanwords; old/new words; literary/non-literary
(speech, vulgar word (expression); curse word) words; term/local, professional,
historical words;

3. Material fund - semantic fund. This activity is based on the semantic
system: homonyms, antonyms, synonyms, polysemy, sequence of eurysmy,
sequence of phraseological and figurative words.

4. The material fund is the lexical-semantic minimum of three languages
according to the level of language learning. It includes a sequence of words (literary
words, terms, phraseological units, proverbs, etc.) and a network of texts.

During the development of this material fund, differentiation, selection method,
collection, analysis method, content analysis method, statistical method, philological
examination method, marking methods are used.

Literature review. It is true that there were a number of options during the
preparation to the development of the training corpus. In order to optimally and fully
satisfy the mass demand, there was not enough text network for the training corpus.
Therefore, we had to rely on the lexical-grammatical minimum.These conclusions
are based on the experience of foreign scientists. The Cambridge Learner Corpus is
considered the first training corpus. ICLE (The International Corpus of Learner
English), LLC (Longman Learners' Corpus) was subsequently launched.

The more search engines there are in the structure of the training corpus, the
higher the ranking, that is, the corpus with more demand for service. In 1990, the
construction of the training corpus in Belgium was recognized as the most
convenient among the educational buildings serving in Asia and Europe. This is the
International Corpus of Learner English (ICLE). New texts, i.e. essays on new
knowledge of students written in dominant languages of international relations, were
introduced there [1, p. 78].

The compiled later training corpus was based on comparative vocabulary
textbooks. That is, bilingual discourse, phrasebook, bilingual dictionary of
antonymes, etc. are designed according to the needs of language learners. It includes
a wide range S. Grange's training corpus. The Grange corpus consists of a collection
of consumer essays in 14 national languages. The Hong Kong Study Corps
prioritizes the writing work of English language learners. Educational corpora aimed
at language teaching include Michigan Corpus (Michigan Corpus of Academic
Spoken English (MICASE)), Tamper Corpus (ELFA (English as Lingua Franca in
Academic Settings)). Anna Mauranen (Anna Mauranen, 2009) is the developer of
the mentioned electronic language tools [2, p. 16].

According to O.N. Kashmilova's research: “The advantage of the training
corpus for teaching a foreign language is not only to find texts and words suitable
for the language level and topic. Tools for working with the text corpus (frequency
list, concordance, parser) allow not only to identify errors in the lexical layer, but
also to create important dictionaries for language learners, to identify actual
problems of grammar, and to recognize unresolved language laws. Because the
training corpus is a linguistic tool that serves the real process in practice” [3, p. 42].



According to S. Grange and N. Nesselhauf, the criteria for creating a training
corpus depend, first, on the research objectives of the compiler, and second, on the
limitations of the data set. Their proposed training corpus is divided into 7 cells:

1) learner corpus;

2) corpus of scientific and technical texts;

3) corpus of methodological texts;

4) corpus of artistic texts;

5) oral dialogue corpora;

6) corpus of personal letters;

7) corpus of journal articles [4, p. 117].

According to E. P. Sosnova: “The main source of the organization of the
training corpus is a set of materials that are the basis for their analysis to determine
the methods and effectiveness of learning the target language” [5, p. 129].

V.V. Rykova says: “The reading corpus is very important to show the
mistakes in the written works of language learners, to see the vocabulary, the
frequency of frequently used words, to find out which style the vocabulary belongs
to” [6, p. 51].

After analyzing the conclusions of the researchers, we came to the conclusion
that the training corpus is, firstly, a teaching tool for reading literacy, secondly, an
electronic application for language learners, and thirdly, a text base adapted to the
language level. Based on these studies, let's discuss ways to adapt the lexical layer
of the Kazakh language to the training corpus and present the results.

Results and discussion

First of all, what information should be included in the training corpus of the
Kazakh language? What will be the purpose of the corpus of the Kazakh language?
What language tools are needed to learn the Kazakh language? As a result of
reviewing the issues, we found the following:

- The training corpus of the Kazakh language should implement two goals.
The first is the development of a search device that provides an optimal and
affordable opportunity for Kazakh-speaking citizens to further improve linguistic
literacy, that is, to find the correct word in doubt, to look at linguistic rules. The
second is an electronic application for Kazakh language learners. It includes a
dictionary, phrasebook, video, audio visuals, texts (topics) depending on the level of
the language and topic.

The object of research of the article is the fund for improving lexical literacy
for the Kazakh-speaking environment. In the Kazakh-speaking environment,
illogical phrases and unsystematic sentences arise due to the change of word
meaning and inappropriate usage. For example, in today's Kazakh society, older and
younger people often use the phrase “qwip ketti” (chased out - in the sense of saying
whatever it is, deviating from the subject/topic of discussion, talking in vain, slurring
of words). Of course, although it is recognized as slang registered among non-
literary words, it has become an active unit of the language environment. In its place,
questions arise as to what prompted the new concept of “chasing” to be translated
into a new concept, even if it is a literary language version.



On the contrary, the fact that "the dog chased" and "chased the knowledge"
are more active than the initial meaning of the physical movement shows the
displacement of meanings. Whichever meaning is more active, in that society, in that
era, that meaning dominates and the original one is forgotten. Therefore, the results
of the process of semanticization of each word in the training corpus: initial
meanings, synonyms, close synonyms, figurative synonyms, opposite synonyms,
homonyms, opposites should be created on the same line, i.e. in such a way that they
appear side by side.

Therefore, we need to study the phenomenon of meaning (semanticization) of
words in our language in order to differentiate the linguistic information and its
content loaded into the training corpus.

Semanticization (polysemay) is the acquisition of several meanings of a
word, one of those meanings can become primary, active, variable, symbolic,
ancient, new, obsolete, one meaing can be changed accidentally. That means the
meaning of words is changed, completed, and destructed. As the word enters the
semantization process, its meaning base expands. Due to the semantization base,
the types of meanings also begin to increase. The language user, the people, shape
the process of change of meaning. The process of semantization is caused by
cognitive activities of a person such as thinking, recognizing, sensing, feeling, and
imagining. The meaning process includes synonymy, antonymy, hyperonym,
hyponym, enantiosemy, eurysemy, and polysemy.

Automation is the introduction of the system of linguistic knowledge into an
electronic tool in the Internet space (application, site, search resource, etc.) in a
way that is convenient for the public to search, and that is attractive, concise and
informative.

Therefore, before automating the language fund in accordance with the demands of
the modern society, it is necessary to identify the unresolved problems in the
phenomenon of semantization. Because language learners are very important to the
exchange of alternatives. The vocabulary of the Kazakh language should be equal
to that of other languages. A lexicographic fund should be available to enable this.
Therefore, if possible, there is a need to develop an automated bilingual or even
trilingual lexicon.

Firstly, the parallel lexicographic fund of antonyms and words with opposite
meanings is necessary for language learners. However, it is important first of all to
compile a dictionary of antonyms of the Kazakh language. Although A.
Zhumabekova's "Dictionary of antonyms of the Kazakh language" [7, p. 3] was
published in 2000, a parallel dictionary of antonyms was not compiled. At the same
time, the principles of meaning must be strictly observed. This is because antonyms
require a gradation contrast that occurs from the lexical layer (not created in an
artificial (by suffix) way). For example: alys-zhakyn (far-close), dos-kas (friend-
enemy), on-teris (positive-negative), auyr-zhenil (heavy-light), tar-ken (narrow-
wide), aura-sau (sick-healthy), etc. If we create a contradictory meaning in the nature
of negation of a particular concept, this is the opposite meaning. The opposite
meanings are formed from the derived word using the suffixes - syz, -siz, -ma, -me,
-ba, -be. For example: akyldy-akylsyz (smart-crazy), ker-kerme (see-don't see),



zhagymdy-zhagymsyz (positive-negative). Distinguishing antonyms in this way in
our language is understood as obeying the laws of meaningfulness. After the chain
of antonyms and opposite meanings is separated and supplemented, work is carried
out to register the equivalent in another language. The dictionary of parallel
antonyms will be automated and built into one slot of the educational building.

Also in the Kazakh language, words with opposite meanings are used in the
paremiological fund, in verse words for special purposes. Antonyms used with
pragmatic interest for the purpose of comparing good and evil can also be uploaded
to the training corpus. For example:

- in the form of a phrase: elgezek bala (a nimble boy) — tilazar bala
(disobedient child); shaban at (a lazy horse) - zhurdek at (a fast horse); isker adam
(business man) — olak adam (a clumsy man), kisyk agash (a crooked tree) - tuzu
agash (a straight tree); tattoo korshi (friendly neighbor) — araz korshi (a neighbor
who is in a quarrel).

-in the form of proverbs: ashchy men tyshchyny tatkan biler, alys pen
zhakyndy zhortkan biler (those who have tasted know what bitter and sweet is, those
who have traveled know what far and near is); az soz - altyn, kep soz — kemir (less
words-gold, more words-coal).

Secondly, the automated version of synonyms — synonymizer is especially
important for language learners. The first version of the synonymizer in the Kazakh
language was uploaded to the site Linguistic Search Sozdikqor [8].

Synonyms enrich a person's vocabulary range.

Synonyms are identical in meaning words. But in our language, the type of
synonymous words has expanded. For example, the semantic types of the word
sotkar (a pugnacious child) in the literary language can be distinguished as follows:

- lexical synonym: tentek, buzyk (naughty);

- regional synonyms: sotanaq, taytik, ausar;

- stylistic synonyms: shalduar, sodyr, yrynshak, zhanzhalkoy, baukespe,

akki.

- phraseological synonyms: kanmabl 6anak (bloodthirsty), KbI3bu1 Ke3 6ase

(red
eye trouble), kutbikTan cuThIK IibFapreim (Making a scandal out of nothing),
TasgdKTaH CasdK HMIbIraPrbIIil.

Now we think that in the development of the full version of the synonymizer,
it is necessary to be guided by a model that is distinguished by synonymic types:

Thirdly, if the illustrative explanatory parallel dictionary of phraseological
units was automated, the complete information would be found by the language
learner with one browser. Automation of phraseological units in the training corpus
is developed according to the principle of visualization and equivalence.

Fourthly, the creation of the "Anonymizer" subcorpus. It is very important to
distinguish homonyms from paronyms, puns and homographs. For that, it is very
important to determine the way homonyms are created. Currently, there are 4
different ways of creating homonyms:

1) development of ambiguous words from the semantic point of view: Jal (1)
- hair on the back of the animal's neck; Jal (2) is a long stretch, a ridge.



2) sound changes of words: Epl (yer - old Turkic, abbreviated form from
erkek) - the gender is male. Er (2) is a harness. Er (3) is a verb meaning to follow
someone.

3) affixation: Alma (1) (apple) is a fruit. Alma (2) is a verb. Baspa (1) is an
institution that prepares printed products. Baspa (2) is a sore throat (angina). Baspa
(3) is a place (canopy) with only the roof covered and open on all sides. Baspa (4) is
a national dish, a type of a dried milk product. Baspa (5) is a verb.

4) words from other languages have the same pronunciation as the original
words: Kydyr (1) (Khyzyr in Arabic) is a saint in the form of a person who travels
around the country, brings happiness and wealth to people. Kydyr (2) - take a walk,
walking.

It is necessary to distinguish homonymous words from multi-meaning words
(polysemy) and broad-meaning words (eurysemy). This is because the process of
transition from polysemy to homonym is taking place in the development of
meanings. According to the results of semantic analysis in Kazakh language, it is
said that broad-meaning words develop faster than homonyms and are more
numerous. Is the principle of distinguishing homonyms from a polysemous word
just that they belong to a different word class? Perhaps this principle is a definition
used in explaining the concept of homonyms in elementary school. Among the
nouns, there are many synonyms. To distinguish them, it is necessary to determine
the legal principles of homonyms. Therefore, in the process of creating a
“homonymizer”, when words are sorted according to their meaning, the laws of the
homonym will also be determined. This would be a consistent expression of the
“from practice to theory” method. Texts related to the word “AT” (a horse) were
collected using the electronic resource “National Corpus of the Kazakh Language”
(https://qazcorpus.kz/) [9] of the Institute of Linguistics named after A.
Baitursynuly. M. Belbaeva's “Dictionary of homonyms of the Kazakh language”
states that the word “AT is homonymous in two senses [10, p. 19]:

1. AT - horse (racing horse);

2. AT - first name (His name (in Kazakh at) is Samat.);

3. AT - chess piece (term);

4. AT - fame, glory (aty zher zharady — a famous person);

5. AT - shooting from weapons (shoot into the sky, shoot with a gun).

And now it 1s possible to identify 5 homonymous meanings of the word “I'T"
(a dog) and to recognize each of them as a separate lexical unit.

These are five individual words. There is no semantic connection between
these words, only the names are the same. Each of these words can create a
polysemous word in itself. If a sequence of absolute homonyms is included in the
educational corpus, their lexical meanings are loaded, and illustrative information is
provided, it will undoubtedly be a useful electronic resource for students. In the
process of automating the dictionary of homonyms for the learning corpus, it is
necessary to take into account the efficiency of language learners. That is, it is
quickly remembered with the versatility of visual presentation. For example:

In this direction, it is quite possible to transform the linguistic knowledge in
the lexical layer of the Kazakh language into an electronic resource. The most



important principle is that it is important to consider the aspect that is easily
accessible to language learners.

Conclusion

Automation of lexical units is carried out naturally with the help of a text.
Therefore, it is very important to have a text corpus in the automation process. In
education, the use of automated applications of the lexical layer, that is, online
services, significantly contributes to the development of lexical and vocabulary
skills, to the improvement of interpersonal relations during language learning, the
development of emotionality, and creative abilities.

In order to automate lexicological knowledge, first of all, it is required to
stabilize the laws in the process of gaining the meaning.

As we have seen, operations that automate lexical analysis models by
computer programs require the implementation of a large amount of comprehensive
linguistic information. Linguistic programs are formed as a result of automation.
Automated linguistic resources to date can be grouped as follows:

1. Dictionaries and thesauruses. All their paper counterparts are electronic.

Forms are much more convenient to work with due to the automation of the
search process. At the same time, it remains relevant to create versions of such
resources equipped with real search tools.

2. Text conversion programs and text generators. They are supplemented with
a linguistic fund that satisfies a specific search interest, and the system of possible
errors allows for automatic correction in advance. Programs for automatic
abstracting and annotation of texts can be attributed to the same group.

1. Text analysis and linguistic processing programs. This application allows
you to check spelling, to accommodate transfers, check the text lexically and
stylistically, and analyze the statistics of their errors. At the same time, one of its
complex tasks is to computerize the change, transition, and complement of
meanings: it is shown through lemmatization of the word (normalization, return to
the original form). In addition, the manifestation of language automation is a source
of plagiarism. Linguistic programs should include utilities to automatically match
and classify texts. They allow to solve problems related to plagiarism detection.

2. Natural language processing systems. This group includes the most
complex linguistic software. Of course, it is based on solving the problems described
above, but more important goals are set: understanding the meaning of the text and
giving a competent meaningful answer. In fact, this is the direction of development
of artificial intelligence systems. The main application here is to create a natural
language interface for computers.

In conclusion, during automation of lexicological knowledge in the
educational corpus, first of all, it is required to permanently introduce the regularity
of meaning. It is required to add a user-friendly graphical interface to the application
features. It is required to be intuitive for non-IT users and easy for language learners.

The application should be distinguished by its versatility. It is important to
refer to possible variants rather than being limited to a single search module. For
example: according to the Kazakh spelling rules, is it nemkuraily or nemkuraydy



(indifferent)? The application that finds it must refer to the literary version of the
doublet forms in the application. These are among the processing tasks. Therefore,
the examples show the results of all the modules of the program.

Within the framework of the article, we will present the definition of the
corpus, the criteria for the creation and organization of corpus, its application by
foreign and domestic researchers, as well as the goals and possibilities of their
application in the process of teaching foreign languages.

The article was investigated within the framework of the project BR
18574183 “Automatic recognition of the Kazakh text: development of linguistic
modules and IT solutions”.
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Anaarna. TingiH xkahangaHy noyipiHAe, SFHU CO3JIK KOP TOJBIKTall MUQPIBIK Kyheae
KOJDKETIMIUTIKKE e 00JIFaH Ke3eH/Ie, Tl MeHIepTY/ i OHTalIaH bIpyFa MYMKIH/IK Tyaasl. Kazak
TUTIHIH WITTBIK KOPIYCHl — Ka3aK CO3iHIH IUdprIaHabIpblUIFad Kypaeli Hyckackl. Cebebi Kazak
TUTIHIH KOPITYCHl TUITAHBIMABIK KbI3METTEPMEH KaMTaMmachl3 €T€ aiajbl, COHBIH HEri3iHjae
OipHemie moakopnycrapaaH Typajabl. OHBIH MOJKOPIIYCTapbIHBIH ilIIHE OKY KOPITyCbIHA JI€TeH
CYypaHbIC KYHHEH KyHre apteil kenenmi. OHBIH cebebi KazakcTaH KemyJITTBI MEMIICKET
OonranapikTa. COHIBIKTAH Ka3aK MOJICHUETIH TYTBHIHYILIBI ©3re¢ YIT OKUIAepl 63 MOJACHUETIHEH
napa-map HYCKAachlH TaHy YIIiH ayaapma-OanraMachlH aHBIKTarbichl keneni. CoHpmaii-ak OKy
KOPIYCHI TiJ1 YHPEHYIIIEpPTe THIM/II TUITaHBIMIBIK 0a3a 6oaphl 1a ce3cis.

MakanaHbIH MaKcaThl — OKY KOPITYChIHA €HETIH TUITAaHBIMIIBIK KOPJIBI, dcipece Ka3ak TUTIHIH
JICKCUKANBbIK KaOaThIHIAFbI CO3JEpPIl TaKBIPBIIITHIK, MAaFBIHANBIK, MOJICHU-CEMaHTHKAIBIK
TONTApFa IpIKTEN CEMaHTU3alWsIay dJKOHE IHUQPIBIK JKyHere CoWKec aBTOMATTaHIbIPYyFa
JaiipIkTay opl mKemjey. Makanana OKy KOPIYCHIHBIH 0acka MOJKOPIYCTaH albIpMalIbUIbIFHI,
CEMaHTH3AIMSUIAY JKIKTSNIMI JKOHE MAaFbIHAIBIK TONTApAbl KecTeley (aBTOMATTaHIbIpYyFa
JaibIKTay) dKOJMAAPhl YCHIHBUIIBL. MaKaaaHblH FHUIBIMH MAaHBI3IbLIBIFGL J]a OCBIH/IA.

OKy KOpIychlHa JIaWBIKTBl TULMIK KOPABI €HTi3y OapbhIChIHAAa KOHTEHT-TAJAAy oJici,
KecTeney, JKHHAKTay, CUIaTTama ojicTepl KOJJaHbUIAbl. Makanaja YCHIHBUIFAH FBUIBIMU
TYKBIPBIMJIAP OKY KOPITYCBIH d31pJieyre, TiI MEHI'epTyre apHAIFaH 3JIEKTPOH/IbI KOCHIMIIIATAPIbI
JKacayJia CeITIriH TUT13eTiH TOXKIpUOeIiK MaHbI3bI 0ap.

Makana BR 18574183 «Kazaxk mominin asemomammel mawny: JAUH2EUCHIUKATIBIK
Mmooynvoep men IT -wewmimoep azipnemeci» atrTol >k00aHBIH asAChIHIA 3€PTTEIII.

Tipek ce31ep: YITTBIK KOPIYC, CEMaHTHU3alMs, aBTOMATTaHABIPY, TIATaHBIMIBIK 0a3a,
ayJnapma, JeKCUKaJbIK KabaT, OKy KOPITYChI, TUIIH U pIaHybI
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AnHoTanusi. B »snoxy rmmobanmusanuu s3bIKa, Korjga JieKcukorpaduueckas 6asa
CTAaHOBUTCSA TOJHOCTBIO JOCTYMHOM B UHU(POBOHM cHUCTeMe, TMOSBISETCS BO3MOXKHOCTh
ONTUMU3UPOBATh OBJAJACHHUE SA3bIKOM. HalMOHaNBHBIM KOpPHYC Ka3axCKOro si3plka —
oLM(pPOBAaHHBIA BapHaHT Ka3axCKOro ciioBa. Tak Kak KOPIYC Ka3axCKOTO sSI3bIKa SIBJIAETCS
CHCTEMOM JIMHIBUCTUYECKUX 3HAHUW, COCTOSIIEM M3 HECKOJIBKHX MOJKOPIYCOB, CIPOC Ha
yueOHBI KOpIyC pacTeT JeHb OTO AHS. JTO CBA3aHO ¢ TeMm, uro Kaszaxcran sBisercs
MHOTOHAIIMOHAJIIBHBIM ~ T'OCYAapCTBOM. [IpencraButenu  Apyrux  HALMOHAJIBHOCTEH,
NOTPEOIIAIONINE KA3aXCKYI0 KYJbTYpPY, XOTAT OINPEACNTUTh MEepPeBOA-3KBUBAICHT. YUeOHBIN
KOPITYC TaKXe ABIseTCS 23PHEKTUBHOMN JIMHIBUCTHYECKON 0a30i /ISt M3yJaloNuX S3bIK.

Llenb cTaThy — ceMaHTU3ALUSA JIEKCUKOTpapuueckoi 0a3bl, BXOASIIEH B yueOHbIN KOPITYC,
OCOOCHHO €IMHUI] JEKCUYECKOTO CJIOSl Ka3aXCKOro s3bIKa, M aJanTalus K aBTOMAaTU3alluUd B
COOTBETCTBUHU ¢ 1IN POBOI cucTeMoil. B cratbe onrcano oTiinyne yueOHOro KopIyca OT Ipyrux
MOJKOPITYCOB, MPEJICTAaBICHBl KiIacCH(UKAIUSA CEMAaHTH3allMd W CIIOCOOBI HHTEPIpETaluu
(aBTOMaTH3allM1) CEMaHTUYECKUX rpyni. B 3ToM Hay4Has 3HAYUUMOCTD CTaThU.

[Tpu n3yyeHnn BHeApPEHHs B yUeOHBIN KOPITYC JEKCHUECKOW 0a3bl MPUMEHSIIMCH METOIbI
KOHTEHT-aHaIn3a, 00001eHus, onrcanus. HaydHble BBIBOJIBI, IPEACTABICHHBIE B CTATHE, HMEIOT
MIPaKTHYECKOE 3HaUeHHUE, CIOCOOCTBYS pazpaboTke yueOHOro Kopmyca, pa3paboTKe 3JeKTPOHHBIX
HPUIOKEHUHN JJIs1 OBJIAJICHUS SI3bIKOM.

Cmamoa uccnedoeana 6 pamkax npoekma BR 18574183 «Aemomamuueckoe
PAacno3naganue Kazaxckozo meKkcma: pazpadomka aunzeucmuyeckux mooynei u IT-
peutenuiny.

KuroueBble c1oBa: HallMOHAJIbHBIA KOPIYC, CEMAHTU3ALMsI, aBTOMATU3ALINs, SI3bIKOBAs
0a3a, mepeBo/1, JIGKCHUECKU CI0H, Y4eOHbIH Kopryc, HUpPOBU3AIHMS S3bIKA.
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